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Visual7W Telling dataset:
• 327939 QA pairs on 47300 COCO images
• Multiple-choice: 1 question about an image, 4 

candidate answers, out of which 1 is correct
• 6 Question types: what, where, when, who, why, 

how

Where are the trees?
A) Behind the zebras.
B) In front of the elephants.
C) Around the giraffes.
D) Next to the lions.

Who is the manufacturer of the laptop?
A) Apple.
B) Dell.
C) Hp.
D) Samsung.

Preprocess:
• Textual: 300-dim GloVe word vectors pretrained 

on 6 billion tokens from Wikipedia 2014.
• Visual-vector: 2048-dim vector by average pooling 

on layer 4 of ResNet-101 pretrained on ImageNet
• Visual-spatial: 2048 x 7 x 7 vector from layer 4 of 

ResNet-101 pretrained on ImageNet.

Concatenation of vector representation of images + language 
encoding (using Bag-of-Words or LSTM) passing through a MLP.

BOW / LSTM LSTM with Stacked Spatial AttentionLying at the intersection of NLP and computer vision, 
Visual Question Answering (VQA) refers to the task 
where given an image, a natural language question and 
a list of candidate answers, the model should predict 
the best matching answer.
In this project we revisit a simple BOW VQA baseline, 
and extend it with LSTM and spatial attention. Our 
model achieves a testing accuracy of 61.8 on Visual7W
dataset and offers interesting visualization results.

Stacked Attention for Visual QA
Bingbin Liu, Weini Yu

Future Work Finer spatial attention & tuning
Text attention.

Use language encoding to attend the image. The attention process happens 
in multiple passes, so that the attention can be refined hierarchically.

(Image) Wedding cake. Vegetables. The fruit. The meat.
Q: What are they about to cut?

Q: Where is the phone?
(Image) On bedside table On the floor. On the shelf. On coffee table.

Fine-tune over GloVe: the 6 question words shifted drastically.


